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Abstract — An image watermarking technique based on the eqinof JPEG2000 algorithm is
proposed. Biorthogonal wavelet 9/7 transform isduseprovide a set of coefficients suitable for
watermark embedding. The statistical propertiesliferent subbands are analyzed in order to
choose the number of decomposition levels and iposdf subbands, which will assure the best
compromise between the watermark transparency amngstness. The JPEG2000 quantization is
applied to avoid insignificant wavelet coefficientwhile the remaining ones are used for
watermarking. The optimal and blind watermark ditecis based on the nonlinear score function
and appropriate model of coefficients distributidhe performance of the proposed procedure is
tested on examples with various images, showingisimless under different attacks, while

maintaining high image quality.

Index terms — image watermarking, wavelet transfaffEG2000 quantization,

optimal detection

1. INTRODUCTION

The intensive development of digital technologyngs a demanding task of digital data
protection. Among different protection techniqudigital watermarking appears as an effective
solution. Various watermarking techniques have bdeweloped depending on the data type
[1],[2]. If the watermarking procedure is used fmwnership protection, it should satisfy two
important requirements: imperceptibility and rolmests.

Here we focus on watermarking procedure for imaggteption. Watermarking techniques
mainly consist of the following steps: watermarlsida, embedding and watermark detection.
Watermark is usually created as a pseudorandorrerequin order to efficiently protect the host

data, it should be robust to non-malicious and ci@lis signal processing techniques called
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attacks. The watermark that can be detected evenadfack is called robust. On the other hand, to
be imperceptible, the watermark strength should vieak. Thus, the efficiency of the
watermarking procedure is based on a good compeorh&tween the imperceptibility and
robustness. Image watermarking can be performebirwihe spatial domain or some of the
transform domains [2]-[6]. The discrete cosine $farm (DCT) coefficients are frequently used
for image watermarking [6]-[8], particularly the ddile frequency DCT coefficients from 8x8
blocks. Based on different statistical models défticients, various optimal detector forms have
been proposed, such as detector based on the fgei@aussian function (GGF) [6], nonlinear
detectors based on the Cauchy model [8],[9], ett.afsproach to image watermarking in the
presence of JPEG quantization is considered in [L0¢ influence of JPEG quantization effects
on watermarked DCT coefficients and watermark fitdeds been analyzed. The proposed
procedure uses an improved form of optimal detegviding robustness under various
guantization degrees and other commonly used attAlkh the development of JPEG2000, the
discrete wavelet transform (DWT) based watermarkimegthods become more interesting [11]-
[16]. The optimal parameter selection and theirdoipon the efficiency of DWT based image
watermarking has been studied in [11],[12]. The DWased techniques provides good space-
frequency localization and superior human visuateay (HVS) modeling [13]. For instance,
following the HVS directives, the algorithm propdsi [14] embeds the watermark into high-
frequency subbands of the three level decomposidfT coefficients. Both the watermark and
watermarked coefficients are chosen depending erstdtistic function values of the image. The
detection is performed using the correlation betwaatermarked coefficients and watermark
according to the Neyman-Pearson criterion. In [&5lvatermarking performance is tested in both
low and high frequencies. It has been shown thdteglding in low frequencies increases the
robustness with respect to one group of attackb siscfiltering, lossy compression, geometric
distortions, but makes the procedure sensitive tdlifications of the image histogram. On the
other side, watermark embedded in the high fregeentan be robust with respect to noise and
nonlinear deformations of the gray scale. Hence, ghrformances of DWT-based procedures
depend on the coefficients and subband level chimseamatermark embedding.

By embedding the watermark in the same domain esdmpression scheme, it is possible to
anticipate which transform coefficients will be ahsded by compression [17], [18], and

consequently to provide better watermark robustnBssticularly, let us discuss some of the
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algorithms based on the JPEG2000 compression. HE&J000 quantization is usually applied to
the coefficients obtained at the output of 9/7 téifier bank, and then a suitable set of non-
discarded coefficients is chosen for watermarkidg.the one hand, the watermark can be detected
or extracted in the presence of original image ,[19],[20], which is usually available only to the
owner (non-blind detection). On the other handidlvatermark detection can be done as in [21],
where a watermark bit is embedded by shifting thlected coefficients to a quantization index
(depending on the watermark bit). The watermarkisiletected using the value of quantization
step: even (odd) step corresponds to watermarkObit“1”). However, in this case, to provide
watermark robustness a stronger quantization shbaldpplied during watermark embedding
process, which results in lower PSNR (around 30. dB)nce, the existing JPEG2000 based
watermarking methods should be improved in the ese¢asprovide blind and robust watermark
detection, while maintaining high quality of theteanarked image (with PSNR above 45 dB).

A robust watermarking algorithm, that is compliand compatible with JPEG2000, is proposed
in this paper. It represents an extension of theemrgarking procedure done in [10] that uses DCT
domain and examines the influence of JPEG quaidiza®he biorthogonal (9,7) floating point
wavelets, as in the JPEG2000, are used for wat&imngarThe advantage of biorthogonal over
other wavelet families is found in the symmetnytiué filter coefficients providing linear phase of
transfer function. The lifting scheme additionadlynplifies the realization of wavelet transform
[22],[23], which is a reason for using this schemesuitable subband level for watermark
embedding is chosen to provide the best robustingssrceptibility compromise. Then, the
coefficients selection method is examined, in ortemprovide robustness in the presence of
various attacks. The watermark detection is based gpecific form of coefficients pdf that is
preserved even after attack. Consequently, an aptiletector form is used to provide reliable
detection results. At the same time, the proceguovides high values of quality metrics for
watermarked image, ensuring the watermark impeiltiépt The efficiency of the proposed
scheme is tested on various images and under eiffettacks. The proposed procedure improves
the performance of its counterpart in the JPEG d&@T domain, as well as the performance of
some standard DWT based approaches.

The paper is organized as follows. The procedurecéefficients selection and watermark

embedding is described in Section 2. The waterndatiection is considered in Section 3. The



experimental results, demonstrating the efficieotyhe proposed approach, are given in Section

4. The concluding remarks are given in Section 5.
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Fig 1. Block diagram of the watermarking procedure

2. WATERMARKING PROCEDURE IN DWT DOMAIN

The block scheme of the proposed watermarking phaeeis presented in Fig.1. It can be
summarized through the following steps: 1) The catansform and DWT are applied to the
original image; 2) JPEG2000 quantization is applee®WT coefficients belonging to appropriate
decomposition subbands; 3) A suitable coefficiestdection is defined on the basis of
quantization parameters; 4) Watermark is createa pseudo-random sequence and embedded in
the selected coefficients; 5) The optimal waterndetection is based on statistical modelling of
coefficients pdf. The details of implementation ahd criteria for parameters selection will be
described in the sequel. Note that this approacts & provide a watermarking procedure with
highly controlled performance in terms of its rotmess and imperceptibility. This is achieved
through the appropriate selection of decomposigwels, quantization parameters and the choice
of subband coefficients that will preserve pdf shapthe presence of attacks.

A color image is transformed to YCbCr domain. IsHaeen shown in [11] that the YCrCb
system can be acceptable candidate for most ofiévelet based watermarking algorithms. Also,
it provides significant tolerance against JPEG c@msgion and noise addition, especially when the
watermark is hidden in the Y channel [12]. Thusthie proposed procedure, we will focus on the
luminance component. Furthermore, the discrete lgavteansform is performed by using the
biorthogonal discrete (9,7) floating point waveletsorder to be compliant with JIPEG2000. The
other important reason is that the biorthogonaleletvtransform allows implementation by using
a lifting scheme, which significantly simplifiesethrealization [22],[23]. Otherwise, the DWT is
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implemented as a convolution or the finite imputssponse filter bank structures that require
large number of arithmetic computations and latgeage. Hence, the traditional implementations
could be unpractical for high speed or low poweage/video processing applications [24].

In the wavelet decomposition, the low frequencybsutals carry a large amount of image
energy and their manipulation could produce per@pjuality degradation. On the other hand,
high frequency subbands suffer from the processoige. Hence, the coefficients from the middle
frequency subbands are expected to be a suitabieech

In order to select a set of wavelet coefficientprapriate for watermarking, we employ the
embedded scalar quantization used in JPEG2000s@diar quantization is performed only on the
coefficients of luminance component denotedlbyy). The values of the coefficients after the

quantization are obtained as follows [25]:

l,(x, ) =K (x y)q, 1)

where  represents the quantization step, while the gmatitin indexKP is the output of the

uniform quantizer:K P =Q(1(x, y)) , and for a given quantization step it is calculatecording to:

KP(x,y)=sgn(| (x,y)){l();'y)J )

Hence, for a given wavelet coefficient(x,y), the quantizer produces a signed intelg&r The

quantization indeX" indicates the interval in whidlfx,y) lies.

The notationLXJ refers to the greatest integer less than or equalEach subband has different

guantization step, which decreases by factor 2ubband level increases. The quantization step
can be defined as:
Rna B I:\)nin

q=—re s, ©)

where RninRmad represents the dynamic range of wavelet coefitsiewhilei indicates the
subband level. Parametgrcontrols the image quality. Namely, higher valoég provide better
image quality, but lower compression ability. Thuke smallestp, that does not produce
perceptual image degradation, should be used. Quoesdy, the quantization effects are
examined for different values of paramegteand for different numbers of decomposition le\{dls

5 and 6 levels). The image quality after the quatitbn has been tested by using the following

quality metrics: peak signal to noise ratio (PSN®Ryual signal to noise ratio (VSNR) [26],
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composite-peak-signal-to-noise-ratio (CPSNR) [2&8pnd subjective evaluation by human
observers (with binary decision “passed” or “falledrhe results are presented in Table 1. Note

that forp>8, the values of quality metrics indicate good imageality for all tested

decomposition levels. Thups9 is used in the implementation of the procedure.

Table 1. The influence of paramepeon image quality

4 level decomp| 5 level decomp 6 level decomp
PSNR=34 PSNR=30.68 PSNR=29.34
VSNR=36 VSNR=30.95 VSNR=25.96
CPSNR=34.68 |CPSNR=31.9 |CPSNR=29.63
subjective=Failed subjective=Failed subjective=Failed
PSNR=38 PSNR=34.68 PSNR=32
VSNR=39.7 VSNR=36.7 VSNR=31.7
CPSNR=38.35 |CPSNR=35 CPSNR=32.3
subjective=Passeggubjective=Passegdubjective=Failed
PSNR=42.43 PSNR=38.4 PSNR=35.17
VSNR=40.8 VSNR=40 VSNR=37.5
CPSNR=42.75 |CPSNR=38.7 |CPSNR=35.4
subjective=Passeggubjective=Passgdubjective=Passed
PSNR=47.4 PSNR=42.9 PSNR=39
VSNR=40.5 VSNR=40.8 VSNR=40.8

p=8

p=9 CPSNR=47.75 |CPSNR=43 CPSNR=40
subjective= Passgglibjective= Passeslibjective= Passed
PSNR=53 PSNR=47.7 PSNR=43.6

p=10 VSNR=42.7 VSNR=41 VSNR=41

CPSNR=53.3 CPSNR=48.3 CPSNR=44
subjective= Passgglibjective= Passeslibjective= Passed

According to the JPEG2000, the inverse quantizagatone by:

0, KP=0

| = . 4
sgn«p)iKphJ)q, KPz o0 o

The bias paramete® can be chosen to achieve the best subjective rctoke quality at
reconstruction. It takes values from the ranQe o <1. Although the value ofd is not
normatively specified in the standard, usually0.5 is used [25], [28].

The coefficients whose values are in the ra{ﬁg@, q] will be zero after scalar quantization.

These coefficients belong to the so called dea@ zord should be avoided in the watermarking

procedure. The rest of the coefficients can bectedefor watermarking and can be defined as:

|Iq(x,y)|>C[q, (%)



whereC=1 will be called the gap parameter amis the quantization step. The corresponding pdf
of coefficients is shown in Fig.2. Note that thegfic pdf form is obtained, which is not of the
continual form like the commonly used Gaussianayplacian pdf. It consists of two parts (Fig 2):

- the central part of pdf function (thick line),

- the decaying tails (dashed line) that corresponttig¢dails of Gaussian function.

Hence, the coefficients’ pdf can be modeled as:[10]

[ 4|2
( q)2n _1'9q
fw) =| 2 el® (6)
()21

Parametela defines the position of the pdf maximum, and it#&culated asa=arg maxH ),

where H is the histogram of coefficients. Parametercontrols the decay of function

f(lg)=( q/a)2n 1((l q/a)2n +1) between the histogram maximum and origin. For nobghe

tested imagen takes either value 3 or value 4. Note tHdly) - 1 for |Iq|>|a| andn>1, and

the pdf approaches to Gaussian form in this region.
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Fig 2. The pdf of selected coefficients

In order to provide optimal detection based ondbefficients pdf, it is important to retain the
shape of pdf after attack. The detector performavitedepend on the value of gap parameger
Namely, for smallC the gap may disappear under attack, which willrelege the detector

performance. As an illustration, let us consideo texamples where the pdf is modified after
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adding a Gaussian noise, Fig 3. In the first ctiee original pdf is obtained fa€=10 (Fig 3.a),
and it is changed under attack such that the dead has disappeared (Fig 3.b). In the second
example, a large€ (C=40) is considered (Fig 3.c). Note that the pdfpgh& slightly changed

under attack, but the gap is still preserved (Fif).3

400 : : : 200
200 100

100 50

0 0
-200 -100 0 100 200 -200 -100 0 100 200

(b)

00 100 o0 100 200 300 -100 0 100 200
© (d)
Fig 3. C=10: a) pdf before attack, b) pdf afteackt C=40: c) pdf before attack, d) pdf after ditac

Another important issue is the choice of subbawéllérom which the coefficients should be
selected. Having in mind that watermark in low fregcy subbands could easily degrade
imperceptibility, the middle and high frequency babds are examined. Based on the set of
experiments, it has been shown that the best irepghility-robustness compromise is achieved
by using the coefficients from the third (lll) subitls of the 5 level decomposition scheme (Fig.

4). A detailed description of results is givenlie following section.

LLT

T HL1

HL2

LH2 HH2

LH1 HH1

Fig 4. Subbands of interest



The multiplicative embedding procedure is perforrasdollows:

L=l q+all w, @

where |, is the watermarked image, whileis the watermark created as a pseudo-noise seguenc

(randomly generated real numbers having a normstrildition with zero mean and unity

variance). The watermark strength is controlledheyscaling factoer .

3. WATERMARK DETECTION

The Locally Optimal (LO) Detector form, which is vsuited to watermark detection, can be

obtained according to [29]:

K
D= W o (hw;). 8
i=1

whereK is the length of watermark sequeneeThe non-linear score functiap, is defined as:

&)

) 9
$w) ©

9o (Iw) =

where &(1,,) and &'(1,,) represent the pdf of watermarked coefficients asdirst derivative,

respectively. By using the non—continuous pdf falefined by (6), the optimal detector is defined

as [7]:

na2

Dopt :iwi(lw _—I) : (10)
=2 ly @+ D7)
As a measure of detection quality and reliabilibg use the detectability or discriminability
index from the signal detection theory [30]. It Heeen introduced to discriminate between signal
and non-signal by measuring the separation andpfesad of the noise-alone and signal-plus-noise

curves: M=separation/spread. In watermarking, westia discriminate between hits (watermarks)

and false alarms (wrong trials). Hence, the measiitee detection quality is defined as:



_ Dwrong—Dw
[ 2 2’
Owrong T Ow

where D and O are the mean value and standard deviation of trectie responses, whilg and

M (11)

wrong indicate watermarks (keys) and wrong trials, retipely. Here, wrong trial can be any

arbitrary sequence, created in the same way asgmatie, but not embedded in the host data.
Higher values of measuh provide more reliable detection. For examidle5 provides B>10°.

The performance of the optimal detector will be pamed with the commonly used standard

correlation detector:

K K
D:zwlgo(lwi)zzwlwl- (12)
i=1 i=1

Note that the correlation detector is defined byngishe non-linear score function given by (9),

where it is assumed that the watermarked coeffisiéas Gaussian pdf, i.e¢(1,) is Gaussian

function. The standard correlation detector hasnbeg&lely used in the literature due to the
simplicity of realization (even in on-line applicats).
Additionally, we will provide an example where thoposed approach is compared with

detectors based on the Generalized Gaussian amhZpdf.

4. EXPERIMENTAL RESULTS

4.1. Example 1

In order to prove the efficiency of the proposedtesn, a set of images is considered in the
experiments. This set includes commonly used testges such as Lena, Barbara, Baboon,
Airplane, Peppers, Boats, Goldhill, house, etc. Thmginal and watermarked images Lena,
Baboon and Peppers are presented in Fig. 5. Thievach PSNR is high and approximately
around 47dB for all tested images (CPSMBdAB, VSNR:38dB). The quantization step is
calculated by using (3), where paramgtes set on value 8. The Ill subband of the fiveelev
decomposition scheme is used for watermarking. Ngnieis shown experimentally that the
watermark embedding in the Il subband produces libst results regarding the watermark

detection performance. This is examined withinEtxample 2.

10



The watermark detection is tested for 100 waterswék using the optimal detector form. For
each watermark, 100 wrong trials are generated. Measures of detection qualiti) are

calculated according to (7).

Fig 5. Original images: a) Mandrill, b) Lena, c)pgpers,

Watermarked images: d) Mandrill, €) Lena, f) Peppe

The image quality and watermark detectability agetad for different values of embedding
strengtha (e.g.0=0.05,0=0.1, 0=0.2). For each value af, the parameters PSNR, CPSNR and
measure of detection quality are calculated. Also, different values of gap pater C have been
used. The results are given in Table 2. It has lsbewn that:=0.1 provides high values of PSNR
and CPSNR, while providing satisfactory detectiomeésured byM). Thus, for a set of tested
images, a=0.1 provides the finest compromise between theersgptibility and watermark

detectability.

Table 2. PSNR, CPSNR and detection measure M fiareint values ob

C=20 C=40 C=60
52.7879 | 53.4643 | 54.1732| PSNR
0 =0.05| 53.4483 | 54.1266 | 54.8314 | CPSNR

5.9974 | 4.9200 | 3.9347 M
46.7458 | 47.1782 | 48.1437| PSNR
a=0.1 47.4067 | 47.8378 | 48.8057 | CPSNR
10.3041 | 9.2664 | 6.1784 M
40.6100 | 40.6458 | 42.0983| PSNR
=0.2 41.2620 | 41.2960 | 42.7560 | CPSNR
12.3886 | 13.1465| 7.8414 M
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4.1.1 Robustness

In the sequel, the robustness of the watermarkingealure is tested in the presence of different
attacks, such as impulse noise with the varian8@3).Gaussian noise of variance 0.01, median
filtering, JPEG and JPEG2000 compressions withougrcompression factors.

Firstly, the performance of the proposed waternmgykprocedure is analyzed for different
values of gap paramet€rin order to choose an optimal valGs,, for all considered attacks. The
detection measure in terms of the gap paran@iterillustrated in Fig 6 for a sample test image
Lena.Similar results are obtained for other test imadé® results obtained by using the optimal
detector are compared with the results of the stahdorrelation detector. For instance, in the case
of Gaussian noise, low values®©fcause low performance of optimal detector. No&t tbr C=40,
the measuref optimal detection under Gaussian noise takesnagimum, and provides high
values ofM in the presence of other attacks, as well. Heanegptimal value o€ that provides
robustness for all considered attacks (even fothessian noise) 5,,=40.

Furthermore, for a set of tested images, the mdximiaimal and mean values of measivte
are calculated and presented in Table 3 for optideaéctor and standard correlator. One can
observe, from Table 3, that the optimal detectowjales high values dfl even under attacks and
significantly outperforms the standard correlatiteector.

It is interesting to mention that the JPEG compogssgoes not affect significantly the pdf of
watermarked coefficients and thus, it does not alggnwatermark detection even for low quality
factor (e.g. QF=30%). Moreover, the watermark seqaedoes not require any additional
conditions to provide its detectability as it wée tcase in [10]. Also, the responses of optimal
detector in the presence of attacks are improved.

Additionally, we have tested the robustness to geemetrical attacks: rotation, scaling and
cropping. The results are presented in Table 4. gptemal detector provides high detection
measures for cropping (3 row and 3 cols), imagdiregdo 90% and resize to the original

dimensions, and rotation for 1 degree.
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Fig 6. The detection measure M in terms of thepmpmeter C

commonly present attacks

Table 3 Maximal, minimal and mean detection measMréor a set of tested images under

Test Standard Optimal
Statistics correlator detector
M min=4.19 Mnin=10.5
No attack M near4.9 Mnea=13.5
Mmax=5.28 Mna=18.5
M min=3.33 Mpin=6.22
Gaussian noise M meaic4.2 Mnea=7 -5
Mma=5.6 Mna=8.43
Mmin:3-8 M’nin:9-67
Impulse noise M mear=4.6 Mnear=12
Mmax=7.04 Mna=17.20
M min=3.56 Mnin=10.2
Median filter M near4d.6 Mnea=12.66
M na=6.72 Mna=18.3
Mmin=3.7 Mnin=10.2
JPEG QF=50% Mmear=4.74 Mnear12.63
Mmax=6.17 Mna=18
Mmin=3.12 Mnin=8.51
JPEG QF=30% M mear=4.3 Mnea=10.9
Mmax=5.77 Mna=16.45
JPEG2000 Mi=366 | Mnn=7.11
quantization p=5 Mea4-5 Mnea=10
Mna=5.6 Mpna=13.35
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geometrical attacks

Table 4 Maximal, minimal and mean detection measMréor a set of tested images under

Test Standard Optimal
Statistics correlator detector
Cropping Mpin=3.4 Mpin=5.4
3rows and 3 Mea=4.6 Mnear=12
cols. Mm2x=5.66 Mn_ax=19.7
Mmin:3-33 an:5.11
Rotation 1° M mea=5.5 Mpea=9.6
Mma=13.56 Mna=10.5
Mmin:3-26 Mnin:3.9
Rescale 90% | Mear4.35 Mnear=7 .34
M max=5 Mma=9.65

4.1.2 Comparison results

The results of the proposed procedure are compeitbdhe results of two procedures in the DCT
domain and DWT approaches based on the GGF andh€aqdf model. The measures M of
detection quality under attacks are given in T&bl8ome details for these procedures are given in
the sequel.

1) The procedure proposed in [10], can be consitlaseDCT counterpart of the proposed DWT
procedure. Instead of JPEG2000 algorithm, it isstasn the standard JPEG. The specific DCT
coefficients from the 8x8 blocks are selected fatesmarking. The detection is performed by
using the optimal detector (similarly as in theecaproposed procedure). The results are given in
the Table 5 (Z' column).

2) The second approach is commonly used standafd [wa@cedure in the 8x8 DCT domain: all
middle frequency coefficients from 8x8 DCT blockse aused for watermarking (22000
coefficients for images of size 256x256). A staddadditive watermark embedding procedure is
used. The detection is performed by using the stahcorrelation detector (Table ¢ 8olumn).

3) Finally, we consider the standard DWT domainenaarking. The watermark detection in the
DWT subbands is usually based on the Generalizad<tan or Cauchy pdf [4], [5]. Namely, if
the watermarking coefficients are chosen withoatgtlection criteria proposed in this paper, then
their pdf may correspond either to GGF or Cauchmcfion, and detection is performed by using

one of the mentioned pdf models [5]. In this case,need a higher number of coefficients for
14



reliable detection results, and thus 4000 DWT coeffits has been used (twice higher than in the
proposed procedure). Further increasing of thefioterfits number will not influence significantly
the detection index. The results are given in T&b{d" and %' column) for the GGF and Cauchy
pdf model (the values of parameters are chosenriexgetally such that to provide the highest

detector response).

The watermark is embedded with the same PSNBB in all cases. Note that the proposed

approach provides more reliable results the otherdonsidered procedures.

Table 5. Comparison with other procedures

Optimal Optimal Standard DWT DWT
Measure of detection detection in | detection DCT watermarking | watermarking
quality (M) DWT in DCT Procedure | GGF detector Cauchy
(proposed) 1) 2) 3) detector
(©)

No attack 13.5 12.6 8.46 5.2 5.1
Gaussian noise 7.5 3.9 5.4 4.7 3.8
Impulse noise 12 6.8 7.8 5 4.7
Median filter 12.7 5.3 4.1 4.9 4.3
JPEG QF=50% 12.6 10.9 51 4.1 4.5
JPEG QF=30% 10.9 N/A 4.13 4 4.4

4.1.3 Capacity

As described in the previous Section, the waternmdreated as a pseudo-noise sequence. The
number of watermarked coefficients (belonging t® Iith subband) is between 1200 and 2000 for
different test images. It has been shown that ti@nmal number of coefficients required for
reliable detection is approximately 100 (with R4G?). Thus, the watermark bit can be
represented as a pseudo-noise sequence havingi@®dm elements. According to this scenario,
the number of embedded bits is between 12 and @@eker, if required, the number of embedded
bits can be increased: a) by using lower valu€,a#g.C=30, which would provide higher number

of coefficients (close to 3000 coefficients), b)ibgluding the coefficients from other subbands.
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4.2 Example2

In this example, the proposed procedure is testedifferent numbers of decomposition levels
(from 3 to 7 levels). The watermark has been eméedld different subbands (11, 111, 1V, V, VI) to
test which subband is the most appropriate for mzeking. The tests are performed with the
same value of watermark embedding strength.1. The measures of detection quality together

with image quality metrics (VSNR, PSNR and CSNR) raported in Table 6 and Table 7.

Table 6. Detection measures and image quality osetri

C=40 NUMBER OF DECOMPOSITION LEVELS
No attacks 3 4 6 7
I
M=15.1969 | M=9.1600 M=0.2463
o =0.1; ; o =0.1;
Il | PSNR=51.12 SNR=63.44
VSNR=42.00,

a CPSNR=51.8

Z M=12.9265 M=8.4891 | M=5.2692

< =0.1; @ =0.1; =0.1;

% PSNR=46.12 PSNR=48.48 PSNR=54.42

D VSNR=36.38 . VSNR=39.12| VSNR=44.16

2 CPSNR=46.8{CPSNR=47.3, CPSNR=49.0|CPSNR=54.78

w M=7.0898 | M=6.6532 | M=7.6062 | M=7.8092

= @ =0.1; @ =0.1; 0 =0.1; @ =0.1;

w \% X PSNR=43.99 PSNR=44.31] PSNR=43.74 PSNR=44.91

(e} VSNR=33.65| VSNR= 33.97 VSNR=33.19| VSNR=34.67

o CPSNR=44.7|CPSNR=44.8| CPSNR=44.2| CPSNR=45.28

g M=2.3523 | M=2.2645 | M=3.2892

o o =0.1; o =0.1; a=0.1;

o \% X X PSNR=40.44 PSNR=39.92 PSNR=41.85
VSNR=29.98| VSNR=29.14] VSNR=31.29
CPSNR=41.1(CPSNR=40.4|CPSNR=42.24

M=2.6511 | M=2.2189
o =0.1; o =0.1;
\Y X X X PSNR=38.04 PSNR=38.19
VSNR=28.78| VSNR=28.83
CPSNR=38.5FCPSNR=38.58
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Table 7. Detection measures and image quality ogetri

C=40 NUMBER OF DECOMPOSITION LEVELS
Gaussian
noise 3 4 2 6 7

M=1.9350 M=5.3966 M=1.5686 M=0.4720
a=0.1; a=0.1; a =0.1; a =0.1;

II' | PSNR=51.12 PSNR=53.43PSNR=62.80 | PSNR=63.44
VSNR=42.00| VSNR=43.39 VSNR=Inf VSNR=Inf
CPSNR=51.8{CPSNR=54.1fCPSNR=63.48CPSNR=63.8

% M=0.7848 |M=1.8329 |M=7.4725 |M=6.0136 M=4.0759
< a=0.1; o =0.1; 0=0.1; |0=0.1; o =0.1;

g Il | PSNR=46.12 PSNR=46.57| PSNR=47.56 PSNR=48.48 PSNR=54.42,
) VSNR=36.38| VSNR=37.10| VSNR=38.70 VSNR=39.12| VSNR=44.16
n CPSNR=46.83CPSNR=47.3|CPSNR=48.2| CPSNR=49.0| CPSNR=54.78
w M=0.5089 |M=1.1365 |[M=6.5710 |M=6.8101

= a=0.1; a=0.1; @ =0.1; 0 =0.1;

w 1\ X PSNR=43.99 PSNR=44.31 PSNR=43.74 PSNR=44.91
(@) VSNR=33.65| VSNR= 33.92 VSNR=33.19) VSNR=34.67
o CPSNR=44.75CPSNR=44.8| CPSNR=44.2| CPSNR=45.28
LéJ M=0.7749 [M=1.4224 [M=2.5903

o a =0.1; a=0.1; o =0.1;

o Y X X PSNR=40.44 PSNR=39.92 PSNR=41.85

VSNR=29.98| VSNR=29.14| VSNR=31.29

CPSNR=41.10CPSNR=40.4|CPSNR=42.24
M=1.2671 M=1.6552

a=0.1; o =0.1;

VI X X X PSNR=38.04 PSNR=38.19
VSNR=28.78| VSNR=28.83|

CPSNR=38.58CPSNR=38.58

We present the results in the case of no attaclbl€T6) and in the presence of Gaussian noise
(Table 7), which affects optimal detection morentlugher considered attacks. It has been shown
that watermark embedding in the Il subband of3Hevel decomposition scheme (which can be
denoted as 5-lIl), provides in the same time higlue of M and high values of image quality
metrics (PSNR, VSNR and CPSNR) even under attaltks.other candidates such as 3-II, 3-lll,

4-11l from Table 6, do not provide reliable detectiunder attacks (Table 7).

Simulation results summar¥inally, we can summarize the results obtainedheyanalysis and
simulation of the proposed procedure as followse Watermark embedding should be done by
using the coefficients belonging to the Ill subbaridhe 5 level decomposition scheme. In this
way the highest value of detection meaddrand highest values of image quality metrics (PSNR,
VSNR and CPSNR) is provided. The JPEG2000 quaidizas applied to the coefficients in the

11l subband, with the steg calculated by using (3) (the paramegteB is used). The watermarking

coefficients are selected according qu(x, y)| > C[1, where the optimal value of gap parameter

C (C,p=40) is chosen to provide the robustness for alisiered attacks (impulse and Gaussian
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noise, filtering, JPEG2000, JPEG, rotation, scalmgl cropping). It has been shown that the

scaling factor used to control the watermark stiieisgould bex=0.1, providing the PSN&I7dB.

5. CONCLUSION

The watermarking procedure based on the biorthddoeaersible (9,7) floating point wavelets
is proposed. The suitable choice of wavelet subband their coefficients leads to the good trade-
off between the watermark imperceptibility and rsimess. Efficient detection results are obtained
by using an optimal detector form derived from ¢oefficients pdf. The procedure has been tested
in the presence of various attacks and it providge measures of detection quality. In the future
work, an analytical expression for optimal gap pzeter selection can be derived. The future
work may also include the application of the prambsipproach in detection of illegal use of
multimedia content, in order to enhance the sectwit multimedia forensics mechanisms [32]. In
that sense, it would be interesting to considercitrabination of the extrinsic content protection
(watermarking) with the intrinsic fingerprint meth® [33], as well as the interaction between

multimedia forensics and network adaptation [34].
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