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An Application of Multidimensional
Time-Frequency Analysis as a base for
the Unified Watermarking Approach

Srdjan Stanković, Irena Orovíc, and Nikola Žaríc

Abstract– A watermarking approach based
on multidimensional time-frequency analysis is
proposed. It represents a unified concept that
can be used for different types of data such as
audio, speech signals, images or video. Time-
frequency analysis is employed for speech sig-
nals, while space/spatial-frequency analysis is
used for images. Their combination is applied
for video signals. Particularly, we focus on the
2-D case: space/spatial-frequency based im-
age watermarking procedure that will be sub-
sequently extended to video signal. A method
that selects coefficients for watermarking by
estimating the local frequency content is pro-
posed. In order to provide watermark imper-
ceptibility, the non-stationary filtering is used
to model the watermark which corresponds to
the host signal components. Furthermore, the
watermark detection within the multidimen-
sional time-frequency domain is proposed. The
efficiency and robustness of the procedure in
the presence of various attacks is proven ex-
perimentally.

I. INTRODUCTION

Digital watermarking has become an active
research area focused on digital data protec-
tion, such as ownership and copyright protec-
tion [1]-[4]. It is based on embedding a secret
signal called watermark into the digital con-
tent that should be protected. In most cases,
the quality of original data has to be preserved
i.e. the watermark should be imperceptible.
In digital communications, the data are often
exposed to various malicious or non-malicious
attacks. Hence, the watermark should be ro-
bust and detectable within the host data even
in the presence of attacks. However, the wa-
termark imperceptibility and robustness are
mutually opposite requirements and the main
challenge is to find the best trade-off. Var-
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ious approaches are developed depending on
the type of host signal, since it is difficult
to provide a general solution. Also, different
domains have been used: time (or space do-
main), spectral domains such as DFT, DWT,
DCT domain and joint time/space-frequency
domain [5]-[16].

A watermarking procedure based on the
multidimensional time-frequency analysis is
proposed in this paper. It represents a unified
watermarking approach that can be used for
different types of signals: 1-D (speech/audio),
2-D (image) and 3-D signals (video). One-
dimensional time-frequency analysis is em-
ployed for audio signals, 2-D for images, while
their combination is used for video signals.
Here, the 2-D and 3-D cases are considered,
while the 1-D case has already been studied in
[9].

The time-frequency representation is used to
select the dynamic regions of the host signal
where the presence of watermark is difficult
to perceive. Moreover, the watermark is mod-
eled to follow specific signal components in the
selected time-frequency region. For this pur-
pose, the concept of non-stationary filtering
is adapted to produce the appropriate time-
frequency mask [17], [18]. Also, this con-
cept provides the inverse mapping from the
time-frequency domain to signal domain. The
watermark embedding and detection are per-
formed within the same domain.

In particular, we focus on the 2-D image sig-
nal and the corresponding watermarking pro-
cedure in the joint space/spatial-frequency do-
main. Additionally, the extension to video wa-
termarking approach is considered. The ini-
tial idea has been introduced in [10]. It is
also interesting to mention a few related pro-
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cedures from the literature. In [11], a wa-
termark is created as a 2-D chirp signal em-
bedded in the spatial domain. The Radon-
Wigner distribution is used to detect the peaks
that appear at certain frequencies. Further,
the use of the Wigner distribution in image
watermarking has also been reported in [12],
[13]. The 1-D Wigner distribution is calculated
for image rows or columns and then certain
time-frequency cells are used for watermark-
ing. A difficulty appears in the inversion of
the Wigner distribution, which is formulated
as signal synthesis problem.

Unlike other approaches, the proposed pro-
cedure is based on the space/spatial-frequency
representation that provides the estimation
of local frequency content for each image
pixel. The efficient space/spatial-frequency
representation is provided by using the 2-D
S-method [19], [20]. It provides information
about distribution of local frequency content
within the considered space/spatial-frequency
region. In order to ensure watermark im-
perceptibility, the local frequency content is
used to determine whether the image region
is suitable for watermarking. Also, the wa-
termark characteristics are modeled accord-
ing to the space/spatial-frequency components
of each selected image region. The model-
ing procedure and inverse mapping from the
space/spatial-frequency domain are realized
by using the concept of space-varying filtering.
The successful correlation based watermark
detection is provided within the space/spatial-
frequency domain. The efficiency of water-
mark detection in the presence of attacks is
demonstrated by various examples. This ap-
proach has also been used for digital video sig-
nals, where the combination of 1-D and 2-D
time-frequency analysis is applied.

II. T
�������� B�������� — 2-D
T���-F������� A����!�!

Time-frequency analysis has been efficiently
used in many practical applications with 1-D
signals, such as speech, radar and sonar signals
[18]. Subsequently, it has been extended to
space/spatial-frequency analysis for the appli-
cations of image filtering and texture segmen-
tation [20]. In this work, the time-frequency

analysis and the concept of non-stationary fil-
tering is essential for the proposed unified wa-
termarking approach. Hence, a review of these
concepts for 2-D signals is provided in the se-
quel.

The simplest time-frequency representation
is obtained by using the short-time Fourier
transform (STFT). The discrete form of the
STFT for 2-D signal I (x,y) can be written as:

STFT (x, y, ωx, ωy) =

=

∞∫

−∞

∞∫

−∞

{I(x+ ξ, y + ν) w(ξ, ν)

× e−j(ωxξ+ωyν)
}
dξdν , (1)

where w(ξ, ν) is a 2-D window function.
The spectrogram is defined as a squared
module of the STFT: SPEC(x, y, ωx, ωy) =

|STFT (x, y, ωx, ωy)|2.
Similarly as in the 1-D case, if the second

and higher order derivatives of signal phase
function are not negligible, the spectrogram
cannot provide a satisfying concentration at
the local frequency. In order to improve con-
centration, the Wigner distribution has been
used. Its pseudo form is defined as [20]:

WD(x, y, ωx, ωy) =

=
∞∫

−∞

∞∫

−∞

w(ξ, ν)w∗(−ξ,−ν)I(x+ ξ
2 , y +

ν
2 )

(2)
Note that the 2-D pseudo Wigner distribution
can be written in the form:

WD(x, y, ωx, ωy) =

=
1

π2

∞∫

−∞

∞∫

−∞

{STFT (x, y, ωx + θx, ωy + θy)

×STFT ∗(x, y, ωx − θx, ωy − θy)}dθxdθy.
(3)

It provides a good concentration in the time-
frequency domain, but in the case of multi-
component signals, beside the auto-terms, the
Wigner distribution also contains the cross-
terms. Starting from the idea to remove the
cross-terms, but to preserve the concentration
as in the Wigner distribution, the S-method
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has been introduced in [19]. The 2-D form of
the S-method can be defined as [20], [24]:

SM(x, y, ωx, ωy) =

=
1

π2

∞∫

−∞

∞∫

−∞

P (θx, θy)

×STFT (x, y, ωx + θx, ωy + θy)

×STFT ∗(x, y, ωx − θx, ωy − θy)dθxdθy.
(4)

Note that for P (θx, θy) = 2πδ(θx, θy) the spec-
trogram is obtained, while for P (θx, θy) = 1,
the pseudo Wigner distribution follows. Thus,
one may conclude that the S-method is “be-
tween” the spectrogram and the Wigner distri-
bution. Moreover, it combines good properties
of both. The S-method improves the concen-
tration of spectrogram towards the concentra-
tion of the Wigner distribution. In the discrete
form, the S-method can be written as:

SM(n1, n2, ω1, ω2) =

=
L∑

i1=−L

L∑

i2=−L

P (i1, i2)

×STFT (n1, n2, ω1 + i1, ω2 + i2)

×STFT ∗(n1, n2, ω1 − i1, ω2 − i2)

= SPEC(n1, n2, ω1, ω2)+

+2Re{
L∑

i1=0

L∑

i2=0

P (i1, i2)

×STFT (n1, n2, ω1 + i1, ω2 + i2)

×STFT ∗(n1, n2, ω1 − i1, ω2 − i2)}, (5)

where P (i1, i2)is a rectangular separable
window of width 2L+1 in both direction, while
the discrete STFT is given by:

STFT (n1, n2, ω1, ω2) =

=

N/2−1∑

k1=−N/2

N/2−1∑

k2=−N/2

I(n1 + k1, n2 + k2)

×w(k1, k2)e−j2π/N(ω1k1+ω2k2). (6)

The S-method is a numerically more efficient
approach than the Wigner distribution itself

[20],[24]. The convergence within the P(i1,i2)
is fast, so that the satisfactory concentration
could be achieved even for a small value of L

in (5) (e.g. L=3).
The time-frequency analysis combined with

the concept of non-stationary filtering can be
used to generate a signal with a specific time-
frequency characteristics. The concept of non-
stationary filtering has been introduced in [17].
In order to make it suitable for practical im-
plementations, the 2-D pseudo form of non-
stationary filtering is defined as follows:

(Hs)(x, y) =
1

4π2

∫

ωx

∫

ωy

LH(x, y, ωx, ωy).

×STFT (x, y, ωx, ωy)dωxdωy (7)

The support function LH(x, y, ωx, ωy)is
defined as Weyl symbol mapping to the
space/spatial-frequency domain [17]. Assum-
ing that the signal components lie inside the 2-
D region Rf , while the noise is outside this re-
gion, the support function LH(x, y, ωx, ωy)can
be defined as [17]:

LH(x, y, ωx, ωy) =

=

{
1 for (x, y, ωx, ωy) ∈ Rf
0 for (x, y, ωx, ωy) /∈ Rf

(8)

The support region Rf is usually determined
by using the Wigner distribution, or equiv-
alently, by using the S-method. The deter-
mination of the support region based on the
spectrogram would be appropriate only when
local frequency does not vary in space or varies
very slowly, since in this case the spectrogram
is sufficient to provide good concentration [17].

III. I���� "��������� �##���

$�!�� �� �
�

!#���/!#�����-&�������
�#�!��������

In this section the space/spatial-frequency
representation and the concept of non-
stationary filtering are used for the image wa-
termarking purposes. This approach is real-
ized through the following steps:
• A procedure based on the space/spatial-
frequency representation is used to select the
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image pixels suitable for watermark embed-
ding. A pixel I (n1,n2) is suitable for water-
marking only if the surrounding region of pix-
els, captured by the NxN window of STFT, is
a busy region.
• The local space/spatial-frequency character-
istics of each selected pixel are used to model
the space-spatial frequency content of water-
mark. Here, the middle frequency coefficients
of 2-D STFT are considered. As a result, each
pixel will have a corresponding NxN matrix
that is the STFT of watermark.
• The watermark is additively embedded in
the space/spatial-frequency domain. Hence,
the watermarked pixel Iw(n1, n2)is obtained
as:

Iw(n1, n2) =

=
1

4π2

∑

ω1

∑

ω2

[STFTI(n1, n2, ω1, ω2)

+ STFTwkey(n1, n2, ω1, ω2)
]
, (9)

where STFTI(n1, n2, ω1, ω2) and
STFTwkey(n1, n2, ω1, ω2) are the STFTs of
image pixel and watermark on a position
(n1,n2), respectively. Frequencies ω1 and
ω2belongs to the middle range, which is com-
monly used for watermarking in other fre-
quency domains, as well (e.g. DCT or DFT).
The same procedure is performed for all the
selected pixels. It is important to mention
that unlike, for example, the DCT blocks, the
space/spatial-frequency regions (of size NxN )
could overlap, since any modification of the re-
gion affects only the central pixel.
• The detection is performed by using
the form of correlation detector in the
space/spatial-frequency domain. Namely, the
STFT is calculated for each watermarked pixel
and then correlated with the corresponding
STFT of the watermark. In this case, the
information about watermark will be spread
over a large number of coefficients in the
space/spatial-frequency domain, even when a
small number of pixels is used. In other words,
the proposed detection is flexible regarding
the number of considered pixels, because for a
small number of pixels there is still large num-
ber of elements in correlation.

In the sequel, the procedure for pixel selection
and watermark modeling procedure will be dis-
cussed. Also, the form of correlation based de-
tector in the space/spatial-frequency domain
will be defined.

A. Procedure for selection of pixels suitable for

watermarking

Watermark embedding in the pixels of busy
image regions, i.e. regions with significant dy-
namics, can make it difficult to perceive. At
the same time, the watermark can be more
robust (a stronger watermark can be embed-
ded). In order to determine busy image regions
that will be used for watermarking, we need a
space/spatial-frequency representation that is
able to emphasize its dynamics. Thus, instead
of the simplest choice i.e. the spectrogram, the
S-method is used. In comparison with spec-
trogram, it will increase the concentration of
components within busy regions, especially at
the middle frequencies. In the case of flat re-
gions, middle frequencies spectrogram compo-
nents are too weak or do not exist, so they
will remain insignificant within the S-method,
as well.

As an illustration of the S-method advan-
tages, let us observe two grayscale regions in
Fig 1.a and Fig 1.d. The first one consists of
two flat parts with different luminance, while
the second one contains more dynamic changes
and would be more appropriate for watermark
embedding. Note that the spectrogram is sim-
ilar for both regions. However, the S-method
significantly highlights the components in the
middle frequency range of the second region
that correspond to the fast varying details (Fig
1.f).

The procedure for deciding whether a cer-
tain region is suitable for watermarking may
be summarized as follows:

1. The S-method is calculated for the region of
pixels within the window of size NxN and the
middle frequency range is considered: Dn

m =
{(ω1, ω2) : ρ1 < ω1, ω2 < ρ2} . The S-method
withinDn

m is denoted asSMDn
m.

2. If SMDn
m contains sufficient number of

components whose energy is above a floor
value:
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Fig. 1. Comparison between the S-method and the
spectrogram: a) first region with two flat parts, b)
spectrogram of the first region, c) the S-method
of the first region, d) second region with more lu-
minance changes, e) spectrogram of the second re-
gion, f) the S-method of the second region

No {|SMDn
m(n1, n2, ω1, ω2)| > S} > NoRef ,

(10)
the region contains significant dynamics and
will be used for watermarking. The func-
tion No{} returns the number of components
that satisfy the condition within the paren-
thesis, whileNoRef is a reference number of
points used to make a decision about region’s
dynamics. The parameter S is an energy
floor. For different image regions, the en-
ergy of middle frequency content changes con-
sistently with the DC frequency component
that brings the information about average en-
ergy of the region. It is a maximal compo-
nent of the S-method within the whole region:
max(SM(n1, n2, ω1, ω2)). Therefore, the en-
ergy floor S can be determined as a portion of
the S-method maximum:

S = λ · 10λ log10(max(SM(n1,n2,ω1,ω2))), (11)

where λ takes a value between 0 and 1. This
procedure provides efficient distinguishing be-
tween the dynamic regions on one side, and
flat or slow varying regions on the other side.
If the spectrogram was used instead of the S-
method, it would be difficult to apply and set
up the energy floor defined in terms of its max-
imal component. Namely, in the case of spec-
trogram, the energy of the middle frequency

content is for several orders of magnitude lower
than its maximal component. On the other
side, by using the S-method, the energy of
middle frequency content is increased. Con-
sequently, it allows more efficient and precise
use of the proposed energy floor S.

The energy floor S is obtained by using
λ=0.7. The reference number of points is ob-
tained as: NoRef= λ·n, where n is the total
number of points in Dn

m. The value of λ is ob-
tained experimentally by performing a large
number of tests with various regions and im-
ages. Note that the same λ can be used for
different window sizes in the STFT calcula-
tion (from 8x8 to 16x16). Some experimen-
tal results for various 9x9 image regions are
given in Table I (the total number of points
in the middle frequency range is n=20 and
NoRef=14). In addition, an example with
other values of λ (close to 0.7) is given in Table
II. Note that by using λ=0.65 even the flat re-
gion will be selected for watermarking (Region
3). On the other side λ=0.75 is a too strong
criterion: it does not consider Region 1 and
Region 2 although they are dynamic and suit-
able for watermarking. Finally, λ=0.7 suits
all the cases. The pixels of images Lena and
Peppers, that are selected by using the pro-
posed procedure (with λ=0.7), are shown in
Fig 2. (non-suitable pixels are marked with
black points).

B. Watermark modeling procedure

The space/spatial-frequency content of wa-
termark should be modeled according to the
host components that are used for watermark
embedding. The concept of non-stationary fil-
tering is adapted and used for this purpose.

For each selected pixel, the watermark will
be embedded in the middle frequency content
Dn
m of 2-D STFT. The positions of compo-

nents within Dn
m are determined by the sup-

port function:

LH1
(n1, n2, ω1, ω2) =

=

{
1 for ω1, ω2 ∈ Dn

m

0 otherwise
. (12)

In order to discard weak and insignificant
components within Dn

m, the resulting support
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TABLE I

S��� �(#�������� �!���! �$������ $� �!���

�
� #�#�!�� #������ &� ��!����������

$��"��� $�!� ��� &��� �����!

TABLE II

R�!���! �& �� �(#������ "��
 ��&&���� )����!

�& #������ λ

Fig. 2. a) Original image Lena, b) pixels of image
Lena that are suitable for watermarking, c) origi-
nal image Peppers, d) pixels of image Peppers that
are suitable for watermarking

function is obtained as: LM(n1, n2, ω1, ω2) =
LH1

(n1, n2, ω1, ω2)∩LH2
(n1, n2, ω1, ω2), where:

LH2
(n1, n2, ω1, ω2) =

=






1 for (ω1, ω2) ∈
∈ |SMDn

m(n1, n2, ω1, ω2)| > S
0 for (ω1, ω2) ∈

∈ |SMDn
m(n1, n2, ω1, ω2)| ≤ S

.

(13)
Thus, only the middle frequency compo-

nents whose energy is above floor values S

are used for watermark embedding. Their
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locations within the space/spatial-frequency
plane are determined by using the support
functionLM(n1, n2, ω1, ω2). Consequently, the
local frequency content of watermark should
be distributed over the same space/spatial-
frequency locations. Thus, we may start with
the STFT of an arbitrary random 2-D se-
quence p(n1, n2)and model its space/spatial-
frequency characteristics by using LM . The
resulting watermark is obtained at the output
of non-stationary filter as follows:

w
key
(n1, n2) =

=
∑

ω1

∑

ω2

LM(n1, n2, ω1, ω2)

×STFTp(n1, n2, ω1, ω2) , (14)

or equivalently, the STFT of watermark is:

STFTwkey(n1, n2, ω1, ω2) =

= LM(n1, n2, ω1, ω2)STFTp(n1, n2, ω1, ω2).

In this way, the watermark with specific
space/spatial-frequency characteristics is ob-
tained. Moreover, the STFT of watermark
contains only a certain middle frequency con-
tent of STFTp which is determined by LM .
This approach improves the watermark imper-
ceptibility and provides high value of PSNR.

C. Watermark detection

Instead of a single pixel in the spatial do-
main, there is a corresponding NxN matrix of
coefficients in the space/spatial-frequency do-
main. Consequently, in this domain the wa-
termark will be distributed over large number
of components which is very important for its
detection. Thus, the suitable form of correla-
tion detector is obtained by using the middle
frequency coefficients of 2-D STFT, as follows:

Det =
Nw∑

i=1

[
∑

ω1

∑

ω2

STFTIw(n1, n2, ω1, ω2)

× STFTwkey(n1, n2, ω1, ω2)
]
, (15)

where STFTIw is STFT of watermarked pixel
Iw(n1,n2), while Nw is the total number of

watermarked pixels. In the space/spatial-
frequency domain, the number of components
that brings the information about watermark
could be more than ten times higher than in
the spatial domain. This fact significantly con-
tributes to the efficient correlation based de-
tection, as it will be proved in the sequel.

IV. E(��#��!

The efficiency of the proposed procedure will
be demonstrated by the examples. The proce-
dure is repeated for 500 trials (500 right keys -
watermarks), in each example. For each right
key, 100 wrong keys are generated (50000 in
total). The detection is performed for all right
and wrong trials and the mean values of detec-
tor responses are calculated:D(wkey)for right
keys (watermarks) and D(wwr)for wrong keys.
The standard deviations of detector responses
(σ2wkey and σ2wwr for right and wrong keys) are
calculated, as well. Considering these parame-
ters, the measure of detection quality is ob-
tained as [21]:

R =
D(wkey)−D(wwr)√

σ2wkey + σ2wwr

. (16)

The measure R corresponds to the detectabil-
ity index used in signal detection theory to
evaluate detection performance [21], [22]. It is
used to calculate the probability of detection
error:

Perr(R) =
1

2
erfc(

R√
2
). (17)

Example 1: The aim of this example is
to illustrate the advantages of the proposed
watermark detection in the space/spatial-
frequency domain. The watermark embedding
is done with a relatively high PSNR=50dB.
The STFT is calculated by using the window
of size 9x9. The number of watermarked pix-
els (second column in Table III), selected by
using the proposed approach, is significantly
less than the total number of image pixels.
However, the proposed procedure provides a
very low probability of error (Table III, S/S-
F detection). It is the result of the signif-
icantly higher number of coefficients, within
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Fig. 3. The detector responses for 50 right keys and
5000 wrong trials

TABLE III

M��!��! �& ��������� �&&������� ���

#�$�$������! �& ��

Image No of
pixels

S/S-F
detec-
tion

Spatial
detec-
tion

R Perr R Perr
Lena 4330 8.25 ˜10−17 0.75 0.22
Peppers 4830 9.15 ˜10−20 0.9 0.18
F16 3304 7.95 ˜10−14 0.55 0.29
Boat 6015 9.2 ˜10−20 0.95 0.17
Barbara 7833 9.45 ˜10−21 1.1 0.13

the space/spatial-frequency domain, contain-
ing information about watermark. Experimen-
tally obtained detector responses for right and
wrong keys, for the image Lena, are given in
Fig 3 (in order to provide better readability
of their variations only 10% of the considered
trials are presented).

On the other side, consider the case of
additive watermark embedding in the spa-
tial domain by using the same set of pixels.
The watermark is a random sequence whose
strength is adapted to provide the same value
of PSNR=50dB as in the case of space/spatial-
frequency based approach. Observe that the
detection in spatial domain based on the corre-
lation between watermarked pixels and water-
mark results in significantly higher probabil-
ities of error (Table III, Spatial detection).
Note that detection in spatial domain is tested
with the same number of trials as in the case
of the proposed procedure.

Example 2 : The proposed procedure is
tested in the presence of various attacks. The
tests are performed by using different images.

Fig. 4. a) Original image Lena, b) Watermarked image
Lena

The results for several of them are reported.
The number of pixels selected for watermark-
ing is: 4330 for the image Lena, 4830 for
the image Peppers, 6015 for the image Boat,
3304 for the image F16, and 7833 for the im-
age Barbara. The watermark is embedded in
the middle frequency coefficients of STFT of
size 9x9, providing PSNR=50dB. The original
and the watermarked image Lena are shown
in Fig 4. The measures of detection quality
R and the corresponding probabilities of er-
ror are given in Table IV and Table V (S/S-F
procedure). In order to compare the results,
the DCT based image watermarking procedure
is considered (with the same PSNR=50dB).
Namely, according to [7], [8] all middle fre-
quency DCT coefficients are used for water-
marking (22050 coefficients for images of size
256x256, which is significantly greater than in
the case of the proposed procedure). The de-
tection is performed by using the standard cor-
relation detector (DCT procedure - Corr.
Detector in Table IV and Table V), detector
based on the Generalized Gaussian function
(GGF) [7] (DCT procedure — GGF de-
tector in Table IV and Table V) and Cauchy
detector proposed in [8] (DCT procedure —
Cauchy detector in Table IV and Table V).
The measures of detection quality and corre-
sponding probabilities of error are calculated
in the same way as for the proposed procedure.

Both procedures are tested in the presence
of the following attacks (Table IV and Ta-
ble V): JPEG compression with quality factors
QF=80, 60, 50 and 40, median filter 3x3 and
5x5, average filter 3x3, impulse noise with vari-
ance 0.01, Gaussian noise with variance 0.003,
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image lightening and image darkening for 20%
of the original pixels values. Note that the pro-
posed procedure outperforms the DCT based
procedures by providing lower probabilities of
detection error in the presence of all the con-
sidered attacks.

V. D������ V���� W���������

Observe that the proposed procedure can
be extended and used for video watermark-
ing, as well. In the sequel, we propose an idea
for time-frequency based video watermarking
that may be combined with the existing ap-
proaches.

As a 3-D signal, video sequence should be
a subject of 3-D time-frequency analysis that
results in a 6-D time-frequency representation.
At first sight it appears as an insurmountable
obstacle. However, this can be solved by using
the space/spatial-frequency analysis within a
frame and, after that, by applying the time-
frequency analysis for selected positions (x,y)
within the sequence of video frames. A sim-
ple watermarking procedure can be based on
the pixels whose space/spatial-frequency rep-
resentation will not vary in time for a certain
number of frames. Thus, the first step is selec-
tion of regions/pixels suitable for watermark-
ing within one (initial) frame, following the
procedure proposed for the images. The sec-
ond step uses time-frequency analysis to de-
termine which of the selected pixels produces
space/spatial-frequency representation that is
stationary in time (for a certain number of con-
secutive frames). Note that the space/spatial-
frequency representation is stationary if the
whole region of pixels used for its calculation is
unaltered for a certain time interval. In most
cases it is sufficient to observe a pixel on the
central position and four pixels at the corners
of the rectangular region associated with the
size of 2-D windows for the STFT and the S-
method calculation. Since the noise in video
sequences can cause small variations of pixel
values, time-frequency analysis is an appropri-
ate tool for the pixel stationarity analysis.

The sequence of pixel values on the position
(x,y) along the K consecutive frames is con-
sidered:

It(x, y) = [I1(x, y), I2(x, y), ..., IK(x, y)].
(18)

Based on It(x,y), a frequency modulated sig-
nal z(t) is created as:

z(t) = ejµ(It(x,y)−It(x,y))·t, (19)

where: It(x, y) = mean(It(x, y)), while µ is
a constant and t is a time vector. Time-
frequency distribution of z(t) is obtained by
calculating the 1-D S-method as follows:

SMz(t, ω) =

=
L∑

i=−L

P (i)STFTz(t, ω + i)STFT ∗z (t, ω − i).

(20)
Note that, ω = argmax{SMz(t, ω)} =
It(x, y)− It(x, y).
Therefore, if ω = const, the value of pixel on
the position (x,y) will be unaltered within K

consecutive frames. The illustrations of the
SMz(t, ω)for pixels on different positions (x,y)
are shown in Fig 5. Fig 5.a is obtained for a
pixel that is unaltered within K frames, while
Fig 5.b is obtained for a pixel that is changed
due to the object motion within the consid-
ered sequence of frames. Similarly, in Fig 5.c
and Fig 5.d five pixels are traced: at the cor-
ners and the center of the selected region. The
value µ=0.0016 was used.

Example: The test video sequence was 60
frames long and then repeated in order to pro-
vide better illustrations. An illustration of
video sequence with the object position in dif-
ferent frames is shown in Fig 6. Furthermore,
two types of pixels are illustrated within a few
frames in Fig 7. The first type is marked with
white rectangle and represents a pixel that will
remain unaltered within the sequence. The
second type is marked with black ellipse and
will change due to the object motion.

The selected pixels from busy frame regions
will carry the watermark within K frames
and then the selection procedure should be re-
peated for the next K frames. Note that the
watermarking of one frame is done in the same
manner described in previous sections.
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TABLE IV

M��!��! �& ��������� �&&������� ��� #�$�$������! �& ��

L en a S/ S -F p ro ced u re D C T p ro ced u re -
C o rr . d e te c to r

D C T pro c ed u re -
G G F de te c to r

D CT p ro cedu re -
C au chy d ete c to r

R Perr R Perr R Perr R Perr
No attack 8.27 6.73·10−17 6.53 3.16·10−11 7.1 6·10−13 7.25 2·10−13

JPEG 80 7.31 1.25·10−13 5.15 1.27·10−7 5.92 1.6·10−9 5.95 3.31·10−9

JPEG 60 6.75 7.39·10−12 3.72 9.9·10−5 4.76 9.68·10−7 4.9 4.8·10−7

JPEG 50 5.67 7.08·10−9 3.22 6.4·10−4 4.3 8.53·10−6 4.41 5.17·10−6

JPEG 40 5.15 1.27·10−7 2.93 1.7·10−3 3.48 2.5·10−4 3.6 1.6·10−4

Median 3x3 4.45 4.17·10−6 3.61 1.53·10−4 3.72 9.9·10−5 4.15 1.66·10−5

Median 5x5 2.86 2.1·10−3 2 2.2·10−2 2.03 2.1·10−2 2.22 1.32·10−2

Im pu lse n o ise 7.1 6·10−13 5.08 1.88·10−7 5.57 1.25·10−8 5.63 9·10−9

G au ss ia n n o ise 7.24 2.2·10−15 5.34 4.64·10−8 5.54 1.5·10−8 5.6 1·10−8

L ig hten in g 2 0% 8.27 6.73·10−17 6.31 1.4·10−10 6.75 7.39·10−12 6.8 5.2·10−12

D a rken in g 20% 8.27 6.73·10−17 6.3 1.48·10−10 6.75 7.39·10−12 6.8 5.2·10−12

Average 3x3 5.11 1.54·10−7 3.11 9.35·10−4 3.4 3.37·10−4 3.68 1.16·10−4

Pep p ers S/ S -F p ro ced u re D C T p ro ced u re -
C o rr . d e te c to r

D C T pro c ed u re -
G G F de te c to r

D CT p ro cedu re -
C au chy d ete c to r

R Perr R Perr R Perr R Perr
No attack 9.14 3.1·10−20 6.31 1.4·10−10 7.57 1.86·10−14 7.7 6.8·10−15

JPEG 80 8.14 1.91·10−16 5.15 1.27·10−7 6.8 5.2·10−12 6.86 3.44·10−12

JPEG 60 7.48 3.68·10−14 3.85 5.9·10−5 5.66 7.58·10−9 5.7 6·10−9

JPEG 50 6.53 3.16·10−11 3.57 1.78·10−4 4.93 4.11·10−7 5.08 1.88·10−7

JPEG 40 5.7 5.8·10−9 2.85 2.2·10−3 4 3.16·10−5 4.21 1.27·10−5

Median 3x3 5.08 1.88·10−7 3.1 9.6·10−4 4.25 1.06·10−5 5.34 4.64·10−8

Median 5x5 3.58 1.66·10−4 2 2.2·10−2 2.05 1.8·10−2 2.24 1.25·10−2

Im pu lse n o ise 8.23 8.63·10−17 5.05 2.2·10−7 5.4 3.3·10−8 5.46 2.38·10−8

G au ss ia n n o ise 8.29 5.48·10−17 5.02 2.58·10−7 5.15 1.3·10−7 5.37 3.93·10−8

L ig hten in g 2 0% 9.14 3.1·10−20 5.7 6·10−9 7.19 3.24·10−13 7.35 9.9·10−14

D a rken in g 20% 9.14 3.1·10−20 5.67 7.13·10−9 7.19 3.24·10−13 7.3 1.4·10−13

Average 3x3 4.65 1.6·10−6 2.45 7.1·10−3 2.56 5.2·10−3 2.9 1.9·10−3

F 16 S/ S -F p ro ced u re D C T p ro ced u re -
C o rr . d e te c to r

D C T pro c ed u re -
G G F de te c to r

D CT p ro cedu re -
C au chy d ete c to r

R Perr R Perr R Perr R Perr
No attack 7.95 8.92·10−16 5.57 1.25·10−8 6.66 1.37·10−1 6.4 7.76·10−11

JPEG 80 6.85 3.59·10−12 4.02 2.9·10−5 5.11 1.61·10−7 5.33 4.9·10−8

JPEG 60 5.95 3.31·10−9 3.3 4.8·10−4 4.54 2.81·10−6 4.6 2.1·10−6

JPEG 50 5.57 1.25·10−8 2.68 3.7·10−3 3.64 1.36·10−4 3.7 1·10−4

JPEG 40 5 2.86·10−7 2.3 1·10−2 2.75 3·10−3 2.95 1.6·10−3

Median 3x3 4.76 9.68·10−7 3.25 5.77·10−4 3.76 8.5·10−5 4.02 2.9·10−5

Median 5x5 2.65 4·10−3 2 2.2·10−2 2.05 2·10−2 2.15 1.4·10−2

Im pu lse n o ise 6.25 2·10−10 4.56 2.55·10−6 5.25 7.6·10−8 5.4 3.3·10−8

G au ss ia n n o ise 6.27 1.8·10−10 4.53 2.95·10−6 5.25 7.6·10−8 5.35 4.4·10−8

L ig hten in g 2 0% 7.95 8.92·10−16 4.84 6.5·10−7 5.7 6·10−9 5.7 6·10−9

D a rken in g 20% 7.95 8.92·10−16 4.85 6.17·10−7 5.67 7.14·10−9 5.67 6.73·10−9

Average 3x3 5.15 1.3·10−7 2.25 1.2·10−2 2.66 3.9·10−3 3.03 1.2·10−3

B oa t S/ S -F p ro ced u re D C T p ro ced u re -
C o rr . d e te c to r

D C T pro c ed u re -
G G F de te c to r

D CT p ro cedu re -
C au chy d ete c to r

R Perr R Perr R Perr R Perr
No attack 9.21 1.54·10−20 5.82 2.94·10−9 6.85 3.69·10−12 7.25 2.08·10−13

JPEG 80 8.14 1.91·10−16 4.8 7.9·10−7 5.75 4.46·10−9 5.96 1.26·10−9

JPEG 60 7.6 1.48·10−14 4.19 1.39·10−5 5.03 2.45·10−7 5.15 1.3·10−7

JPEG 50 6.75 7.39·10−12 3.81 6.94·10−5 4.45 4.29 ·10−6 4.45 4.29
·10

−6

JPEG 40 5.95 3.31·10−9 3.14 8.44·10−4 3.56 1.85·10−4 3.62 1.47·10−4

Median 3x3 4.75 1·10−6 3.1 9.6·10−4 3.95 3.9·10−5 4.03 2.78·10−5

Median 5x5 3.15 8.16·10−4 1.98 2.39·10−2 2.2 1.4·10−2 2.2 1.4·10−2

Im pu lse n o ise 8.15 1.89·10−16 4.82 7.17·10−7 5.67 7.14·10−9 5.7 6·10−9

G au ss ia n n o ise 8.1 2.74·10−16 4.75 1·10−6 5.65 8·10−9 5.65 8·10−9

L ig hten in g 2 0% 9.21 1.54·10−20 5.25 7.6·10−8 5.76 4.2·10−9 6.14 4.12·10−10

D a rken in g 20% 9.21 1.54·10−20 5.25 7.6·10−8 5.76 4.2·10−9 6.15 3.87·10−10

Average 3x3 5.15 1.3·10−7 4.53 2.95·10−6 4.53 2.95·10−6 4.8 7.9·10−7
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TABLE V

C�������� - M��!��! �& ��������� �&&������� ��� #�$�$������! �& ��

B a rb a ra S/ S -F p ro ced u re D C T p ro ced u re -
C o rr . d e te c to r

D C T pro c ed u re -
G G F de te c to r

D CT p ro cedu re -
C au chy d ete c to r

R Perr R Perr R Perr R Perr
No attack 9.46 1.49·10−21 6.52 3.51·10−11 7.75 4.59·10−15 8.13 2.14·10−16

JPEG 80 8.55 6.15·10−18 5.41 3.15·10−8 6.56 2.69·10−11 6.85 3.69·10−12

JPEG 60 7.65 1·10−14 4.6 2.11·10−6 5.51 1.79·10−8 5.82 2.94·10−9

JPEG 50 6.66 1.37·10−1 4.13 1.81·10−5 4.79 8.34·10−7 4.9 4.8·10−7

JPEG 40 5.95 3.31·10−9 3.45 2.8·10−4 3.86 5.67·10−5 4.05 2.56·10−5

Median 3x3 4.65 1.6·10−6 3 1.3·10−3 3.6 1.6·10−4 3.9 4.8·10−5

Median 5x5 2.66 3.9·10−3 1.87 3·10−2 2.06 1.97·10−2 2.12 1.7·10−2

Im pu lse n o ise 8.27 6.73·10−17 5.04 2.37·10−7 5.6 1.1·10−8 5.95 3.31·10−9

G au ss ia n n o ise 8.15 1.89·10−16 5.2 9.96·10−8 5.55 1.42·10−8 5.72 5.32·10−9

L ig hten in g 2 0% 9.6 4·10−22 5.61 1·10−8 7 1.28·10−12 7.02 1.1·10−12

D a rken in g 20% 9.6 4·10−22 5.61 1·10−8 6.96 1.7·10−12 7.02 1.2·10−12

Average 3x3 5.55 1.42·10−8 3.22 4.8·10−4 3.34 4.19·10−4 3.43 3·10−4

Fig. 5. SMz(t,ω) obtained within K=120 frames for:
a) a stationary pixel, b) a pixel that changes in
time, c) five stationary pixels, d) five pixels that
vary in time

Fig. 6. Object position in frames 10, 20, 30, 40, 50

Fig. 7. Stationary pixel (white rectangle) and pixel
that changes due to the object motion (black el-
lipse) in frame 1, frame 23, frame 33 and frame
50

Note that the number of pixels that remain
unaltered, i.e. the number of watermarked
pixels, will depend on the number of frames
K. Thus, K should be chosen to provide a
sufficient number of watermarked pixels for
watermark detection. The experimental re-
sults show that the minimal number of pix-
els that still provide a satisfactory detection
within one frame/image is approximately 600
(with Perr˜10

−6). This number is obtained by
performing tests with various images/frames.
Also, it is experimentally obtained that even
within a sequence of K=50 frames (2s of video
signal, PAL system), the number of unaltered
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TABLE VI

M��!��! �& ��������� �&&������� ���

#�$�$������! �& ��

Uncompressed
video

Compressed
video
(MPEG4)

R Perr R Perr
Sequence 1 8.5 9.5·10−18 3.4 3.3·10−4
Sequence 2 8.9 2.8·10−19 3.6 1.5·10−4
Sequence 3 9.1 4.5·10−20 3.75 8.8·10−5

pixels from busy frame regions is higher than
2500.

The watermark robustness is tested in the
presence of MPEG4 compression. The water-
marking procedure is implemented in Matlab
7. The video sequence in AVI format is con-
verted to MPEG 4 (1500kbps) by using the
OJOsoft Total Video Converter. The results
for three test sequences are given in Table VI.

The proposed idea for video watermarking
could be interesting and efficient in video sur-
veillance applications, especially when fixed
camera is used.

Finally, it is important to mention that
simple and efficient hardware solutions for
real-time implementations of 1-D and 2-D S-
method (for time-frequency and space/spatial-
frequency analysis) have already been done
[23], [24].

VI. C�����!���

A generalized watermarking approach for
multidimensional data protection has been
proposed. The multidimensional time-
frequency analysis is employed in different
stages of the procedure: selection of signal
regions, watermark modeling, watermark em-
bedding, as well as in watermark detection.
The theoretical considerations are elaborated
for 2-D case — space/spatial frequency based
image watermarking. The middle frequency
components of 2-D S-method are used to de-
fine a criterion that selects pixels for water-
marking. Additionally, the imperceptibility
and robustness is improved by modeling the
watermark characteristics according to these
components. The successful watermark detec-
tion is provided in the space/spatial-frequency

domain. The proposed approach provides low
probabilities of error for relatively high PSNR
and for a small number of watermarked pix-
els. The procedure exhibits a significant ro-
bustness to various attacks which is verified in
the experiments.
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